
J. Korean Math. Soc. 57 (2020), No. 5, pp. 1239–1266

https://doi.org/10.4134/JKMS.j190628

pISSN: 0304-9914 / eISSN: 2234-3008
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Abstract. In this paper, some novel discrete formulations for stabilizing

the mixed finite element method Q1-Q0 (bilinear velocity and constant
pressure approximations) are introduced and discussed for the generalized

Stokes problem. These are based on stabilizing discontinuous pressure ap-
proximations via local jump operators. The developing idea consists in

a reduction of terms in the local jump formulation, introduced earlier,

in such a way that stability and convergence properties are preserved.
The computer implementation aspects and numerical evaluation of these

stabilized discrete formulations are also considered. For illustrating the

numerical performance of the proposed approaches and comparing the
three versions of the local jump methods alongside with the global jump

setting, some obtained results for two test generalized Stokes problems

are presented. Numerical tests confirm the stability and accuracy char-
acteristics of the resulting approximations.

1. Introduction

The mixed finite element methods are widely used for the numerical solu-
tion of incompressible flow problems. Many of them involve the use of approx-
imations for the unknown primitive variables (velocity and pressure) in the
Galerkin methodology. However, it is widely known that the discrete velocity
and pressure spaces cannot be chosen independently of each other. There is a
compatibility condition, commonly called the Babus̆ka-Brezzi stability condi-
tion, that needs to be satisfied if the resulting mixed approximation is to be
effective.

For simplicity, low-order mixed approximation methods are preferred. Nev-
ertheless, many of them are unstable in the standard Babus̆ka-Brezzi sense.
Among these, the mixed methods referred to as Q1-Q0, P1-P0, P1-P1 and
Q1-Q1 are notorious. Hence, Boland and Nicolaides [2] have shown that the
mixed finite element Q1-Q0 does not satisfy the stability condition. In addi-
tion, Sani et al. [18,19] have demonstrated that for certain boundary conditions
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the method generates spurious pressure modes (called checkerboard modes) re-
sulting in numerical instabilities in the approximate pressure.

As a result of that, several researchers have been interested in overcoming
the need of satisfying the Babus̆ka-Brezzi stability condition. The idea of such
called stabilization was initially proposed in the pioneering work of Brezzi and
Pitkaranta [4]. Later, Hughes and Franca [14] constructed a Stokes discrete
formulation which ensures convergence of discrete solutions for any mixed ap-
proximation. For a discontinuous pressure approximation, the called universal
stability can be achieved by the introduction of pressure jump terms into the
standard Galerkin discrete formulation. However, for achieving the universal
stability, these jump terms must control pressure jumps across all internal inter-
element edges. In the early 1990s, Silvester and Kechkar suggested in [21] that a
more robust way of stabilizing a mixed method based on discontinuous pressure
consists in restricting the global jump operator of Hughes and Franca locally
to a macro-element partitioning of the solution domain. Furthermore, Kechkar
and Silvester in [15] showed that the local jump stabilization can restore opti-
mal interpolation rates of convergence for the Q1-Q0 and P1-P0 methods. A
key feature of the local jump stabilization is that a conventional macro-element
implementation is possible, so that the new stabilized discrete formulation can
be implemented into element-by-element iterative solution techniques. The sta-
bilized mixed Q1-Q0 and P1-P0 methods introduced by Silvester and Kechkar
[21] and then analyzed in [15] have been applied to Stokes equations in many
applications (see [5, 12, 13, 16]) while stability with respect to aspect ratio has
been restored in [1] using minimal constraints on the pressure space.

In this paper, some modifications of the local jump stabilization technique,
discussed in [15] and [21], are proposed for the Q1-Q0 mixed element when
used for the discretization of the generalized Stokes problem. The latter is
obtained through the introduction of an additional term to the classical Stokes
problem. It occurs in the refined numerical modeling of most industrial in-
compressible fluid flows (see [6, 10, 20]). The added term can be taken as a
Darcy term or may represent the time discretization of the evolution term in
the unsteady-state Stokes problem. The present techniques consist in reducing
the number of local jump terms in the discrete formulation to two jumps, and
even to one jump in each 2 × 2 macro-element. Furthermore, the local jump
framework can be, more easily, implemented into existing software codes. The
well-posedness and convergence of the two new stabilized discrete formulations
are theoretically established, whereas the robustness properties are exhibited
through some computational test problems.

The rest of the paper is organized as follows. In the next section, the gen-
eralized Stokes problem is briefly presented along with its weak formulation.
Then, the standard Galerkin formulation is derived and discussed. In the fol-
lowing section, the local jump stabilized formulation by means of the Q1-Q0
mixed method is reviewed and the new formulations (local two-jump and one-
jump) are introduced. Stability and convergence analysis is addressed to in the
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fourth section. Then, numerical performance of the new techniques is assessed
on some test problems and compared to those of the earlier (local and global)
jump stabilization techniques in the last section. Finally, some concluding
remarks are given.

2. The generalized Stokes problem and its discrete formulations

Let Ω be a bounded two-dimensional domain with a polygonal boundary ∂Ω.
Consider the incompressible generalized Stokes problem (GSP), also called the
Brinkman model: Given a body force f, find functions u = (u1, u2) and p
defined in Ω such that

αu− µ∆u +∇p = f in Ω,
div u = 0 in Ω,

u = g on Γ,

where u is the fluid velocity, p the pressure, µ > 0 the kinematic viscosity
coefficient, g a prescribed velocity on the boundary Γ = ∂Ω , and α a positive
real number that may come from the time discretization of the evolution term
∂u
∂t in the unsteady-state Stokes equations (cf. [6]). Typically, we have α >> 1.

Following the well-known monograph [11], there exists u0 ∈ H1(Ω) such
that u0 = g on Γ and div u0 = 0 in Ω. Therefore, setting U = u − u0 gives
the problem:

Find U and p defined in Ω such that

αU− µ ∆ U +∇p = f− αu0 + µ∆u0 in Ω,
div U = 0 in Ω,

U = 0 on Γ.

The problem can then be stated as follows:

Find u = (u1, u2) and p defined in Ω such that

(2.1)
αu− µ∆u +∇p = f in Ω,

div u = 0 in Ω,
u = 0 on Γ,

where u is used instead of U. Throughout the paper, the homogeneous Dirichlet
condition in (2.1), called no-slip boundary condition, is considered here only
for simplicity of presentation. Other boundary conditions can also be taken as
it will be the case below in the numerical experiments.

First, let us introduce the function spaces:

(2.2) V = [H1
0 (Ω)]

2
and P = L2

0(Ω) =

{
q ∈ L2(Ω);

∫
Ω

q dx = 0

}
with L2(Ω), H1(Ω) and H1

0 (Ω) = {v ∈ H1(Ω); v = 0 on Γ} being the usual
Lebesgue and Sobolev spaces. Furthermore, we will denote by ‖ · ‖0 and ‖ · ‖1
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the norms in L2(Ω) and H1(Ω) respectively whereas the usual semi-norms in
H1(Ω) and H2(Ω) are given respectively by

|v|1 = ‖∇v‖0 =

(∥∥∥∥ ∂v∂x1

∥∥∥∥2

0

+

∥∥∥∥ ∂v∂x2

∥∥∥∥2

0

) 1
2

and |v|2 =

( ∑
i1+i2=2

∥∥∥∥ ∂2v

∂xi11 ∂xi22

∥∥∥∥2

0

) 1
2

.

The choice of the pressure function space in (2.2) is needed to ensure the
uniqueness since it is clear from (2.1) that the pressure can be determined only
up to an additive constant.

Then, a weak formulation of the generalized Stokes problem (2.1) is given
as follows:

Find (u, p) ∈ V× P such that

α

∫
Ω

u · v dx+ µ

∫
Ω

∇u · ∇v dx

−
∫

Ω

pdiv v dx =

∫
Ω

f · v dx ∀v ∈ V,

−
∫

Ω

q div u dx = 0 ∀q ∈ P.

(2.3)

Note that we have multiplied the second equation in (2.3) by minus one. The
purpose of this is to get a symmetric formulation which will greatly simplify
the discussion. Further, we can take the right-hand side f in [L2(Ω)]2, although
this space is not the largest function space for the data f such that (2.3) makes
sense.

Following standard arguments from the classical theory of Babus̆ka-Brezzi
(cf. [11]), it can be shown that there is a unique solution (u, p) to the weak
formulation (2.3).

Now, let h (> 0) be a mesh parameter. Adopting a conform mixed finite
element method by using finite-dimensional subspaces Vh ⊂ V and Ph ⊂ P ,
the standard Galerkin methodology yields the following approximate problem:

Find (uh, ph) ∈ Vh × Ph such that

α

∫
Ω

uh · v dx+ µ

∫
Ω

∇uh · ∇v dx

−
∫

Ω

ph div v dx =

∫
Ω

f · v dx ∀v ∈ Vh,

(2.4)

(2.5) −
∫

Ω

q div uh dx = 0 ∀q ∈ Ph.

The domain Ω is subdivided into convex quadrilaterals such that the resulting
partitioning τh is regular in the usual sense, i.e., for some positive constants
σ > 1 and 0 < ε < 1 we have

(2.6) hK ≤ σρK and | cos θi,K | ≤ ε ∀K ∈ τh,
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where hK is the diameter of the element K, ρK the diameter of the inscribed
circle of K and θi,K (i = 1, 2, 3, 4) are the angles of K. The mesh parameter h
is explicitly given by

h = max
K ∈ τh

hK .

Furthermore, the Q1-Q0 mixed method is the lowest order conforming quadri-
lateral approximation method and is characterized by the pair of finite-dimen-
sional spaces {Vh, Ph} defined by

(2.7) Vh =
{

v ∈ V ∩C0(Ω); v|K ∈ [Q1(K)]
2 ∀K ∈ τh

}
and

(2.8) Ph = {q ∈ P ; q|K ∈ Q0(K) ∀K ∈ τh} ,

where Q1(K) is the space of iso-parametrically transformed bilinear functions
in each K and Q0(K) is the space of constant functions in each K.

As it was pointed out above, it has been shown in [2] that the finite element
space pair given by (2.7) and (2.8) does not satisfy the key discrete Babus̆ka-
Brezzi stability condition:

(2.9) ∃ω > 0 ∀q ∈ Ph sup
06=v∈Vh

(q,divv)

|v|1
≥ ω ‖q‖0.

In this respect, in [18] and [19] it has also been demonstrated that the method
develops spurious pressure modes resulting in numerical instabilities in the
approximate pressure for certain boundary conditions. This suggests that for
one or a few, but not all, q ∈ Ph we have:

(2.10)

∫
Ω

q div v dx = 0 ∀v ∈ Vh.

On the other hand, Boland and Nicolaides have also shown in [3] that, in this
case, there is a more important failure of (2.9). In particular, they established
the existence of some q ∈ Ph such that

(2.11) C1 h‖q‖0 ≤ sup
06=v∈Vh

(q,div v)

|v|1
≤ C2 h‖q‖0

which implies that ω = 0 in (2.9).
However, it should also be worth noting that Q1-Q0 mixed approximation

is stable if some non-rectangular meshes are used (cf. [9]). Because of the com-
plexity of the latter and despite (2.10) and (2.11), the use of Q1-Q0 approxima-
tion on rectangular meshes is motivated by its computational convenience. For
simplicity of presentation, only rectangular axis-parallel meshes of the domain
Ω will be considered in the remainder of the paper. The results can be easily
extended to more general quadrilateral meshes using standard isoparametric
transformations.
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3. Local stabilizations of the Q1-Q0 mixed finite element

In order to overcome the major difficulty mentioned above, the discrete
problem (2.4), (2.5) can be stabilized by introducing into the equation (2.5) a
bounded symmetric bilinear form Ch(·, ·) which is positive semi-definite over
Ph × Ph. In so doing, this induces the modified discrete incompressibility
constraint:

(3.1) −
∫

Ω

q div uh dx− Ch(ph, q) = 0 ∀q ∈ Ph.

The motivation behind introducing the form Ch(·, ·) is the following result
which provides a sufficient condition for the well-posedness of the new discrete
problem (2.4), (3.1).

Theorem 3.1 (cf. [21]). Assume that the form Ch(·, ·) satisfies the condition:

(3.2)

{
For any pm ∈ Ph such that

∫
Ω
q divvdx = 0 ∀v ∈ Vh,we have

Ch(pm, pm) = 0 =⇒ pm = 0.

Then, the solution (uh, ph) of (2.4), (3.1) is uniquely determined in Vh × Ph.

One such way of stabilizing the Q1-Q0 mixed method was introduced in [14]
through the so-called global jump stabilization. It consists in introducing the
following bilinear form Ch(·, ·) into the discrete formulation (3.1):

(3.3) Ch(ph, q) = β

Ne∑
e=1

he

∫
Γ(e)

[|ph|]Γ(e) [|q|]Γ(e) ds.

Here, [| · |]Γ(e) is the jump operator across Γ(e) and β(> 0) is a stabilizing pa-
rameter. The summation runs over all interior inter-element edges {Γ(e); e =
1, 2, . . . , Ne} with lengths he. The modified discrete incompressibility con-
straint is then:

(3.4) −
∫

Ω
q div uh dx− β

Ne∑
e=1

he

∫
Γ(e)

[|ph|]Γ(e) [|q|]Γ(e) ds = 0 ∀q ∈ Ph.

A general theoretical analysis is given in [14]. Later, it was demonstrated in
[21] that the global jump stabilization can be effective in practice. However,
a careful choice of the parameter β is required to keep the accuracy in the
solution.

As it was discussed in [21], the global jump method could be simplified by
modifying the discrete bilinear form (3.3) using macro-elements. For this end,
assume that the elements in τh can be assembled into disjoint element paths
(macro-elements) so that a macro-element partitioning Mh is constructed.
Moreover, the notion of the equivalence macro-element classes which are topo-

logically equivalent to a reference macro-element M̂ (cf. [21]) leads to the fol-
lowing macro-element internal regularity condition: there exists a constant
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Figure 1. A 2× 2 rectangular macro-element with four pres-
sure jumps.

ω
M̂

= ω(M̂ ) > 0 such that

(3.5) KM ≥ ω
M̂
GM ,

where
GM = max

K⊂M
|K|, KM = min

K⊂M
|K|

and |K| represents the area of K. In addition, suppose that the common
boundary of any two neighboring macro-elements M1,M2 in Mh contains a
node strictly in the interior of this boundary (connectivity macro-element con-
dition). Then, the bilinear form Ch can be given, instead of (3.3), by

(3.6) Ch(ph, q) = β

NM∑
M=1

eM∑
i=1

h
(i)
M

∫
Γ
(i)
M

[|ph|]Γ(i)
M

[|q|]
Γ
(i)
M

ds,

where the first summation is over all macro-elements, whereas the second sum-
mation runs over all inter-element edges strictly within each macro-element (see
Figure 1 for a 2 × 2 rectangular macro-element). This stabilization technique
will be referred to as the local jump stabilization.

Provided some usual smoothness and regularity assumptions on the solution
(u, p) of (2.3), the following optimal error estimates for the Stokes problem
(α = 0) are theoretically established for the local jump stabilization in [15]:

(3.7) ‖u− uh‖1 + ‖p− ph‖0 ≤ Ch (|u|2 + |p|1),

(3.8) ‖u− uh‖0 ≤ C h2 (|u|2 + |p|1).

The arguments developed in [21] suggest that the local jump stabilization
can be preferred to the global jump one because of its special features: (i) the
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Figure 2. Two 2 × 2 rectangular macro-elements with two
pressure jumps.

implementation is more straightforward since the local stabilization matrix ob-
tained from (3.6) is block diagonal, (ii) the local mass conservation is preserved,
(iii) the discrete velocity solution is less sensitive to the size of the stabilization
parameter β.

Clearly, the two pressure jump stabilization techniques can be extended to
the generalized Stokes problem (2.1) to get the error estimates (3.7) and (3.8)
with the constant C depending on the parameter α as well.

In the remainder, for ensuring the connectivity macro-element condition
mentioned above we assume that a coarser mesh Mh is given and that the
latter is refined by joining the opposed element mid-edge points to get the grid
τh. Next, two approaches for reduced local jump formulations will be presented.
The well-posedness of the so-obtained discrete problem will be established in
the next section.

3.1. Reduced local two-jump stabilizations

With preserved consistency and without apparently losing stability and con-
vergence properties, the choice of (3.6) can be changed into a first reduced
version by considering the pressure jumps only on one direction (horizontal
or vertical) over inter-element edges strictly within each macro-element (see
Figure 2).

The two new stabilized methods, which will be referred to as the reduced
local two-jump stabilizations, are given by the bilinear form:

(3.9) C
(2)
h (ph, q) =


β

NM∑
M=1

2∑
i=1

h
(i)
M

∫
Γ
(i)
M

[|ph|]Γ(i)
M

[|q|]
Γ
(i)
M

ds

or

β

NM∑
M=1

4∑
i=3

h
(i)
M

∫
Γ
(i)
M

[|ph|]Γ(i)
M

[|q|]
Γ
(i)
M

ds.
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Figure 3. Four 2 × 2 rectangular macro-elements with one
pressure jump.

This leads to the following perturbed discrete incompressibility constraint:

(3.10) −
∫

Ω

q div uh dx− C(2)
h (ph, q) = 0 ∀q ∈ Ph.

3.2. Reduced local one-jump stabilizations

Using 2 × 2 macro-elements, the reduced local two-jump formulations can
themselves be simplified to the so-called reduced local one-jump formulations
given by the stabilization bilinear forms:

(3.11) C
(1)
h (ph, q) = β

NM∑
M=1

hM

∫
ΓM

[|ph|]ΓM [|q|]ΓM ds,

where ΓM can be one of the four inter-element boundaries interior to the M -
th macro-element. That is, the number of jumps within each macro-element
is only one. Likewise, there is no jump over the macro-element boundaries
(see Figure 3). This leads to the following perturbed discrete incompressibility
constraint:

(3.12) −
∫

Ω

q div uh dx− C(1)
h (ph, q) = 0 ∀q ∈ Ph.
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Remark 3.1. It should be mentioned that the idea of reducing the number of in-
terior jumps in macro-elements can be naturally extended to three-dimensional
Q1-Q0 brick elements.

4. Stability and convergence analysis

First, let B(·, ·) be the generalized bilinear form

(4.1) B ((u, p) ; (v, q)) = α (u,v) + µ (∇u,∇v)− (p, div v)− (q,div u)

and L(·, ·) be the linear functional

(4.2) L (v, q) = (f,v) ,

where (·, ·) denotes the usual L2-inner product. Thus, the problem (2.3) can
be restated as:

Find (u, p) ∈ V× P such that

(4.3) B ((u, p) ; (v, q)) = L (v, q) ∀ (v, q) ∈ V× P.
Next, for all (v, q) ∈ Vh × Ph by setting

(4.4)


Bh ((uh, ph) ; (v, q)) = α (uh,v) + µ (∇uh,∇v)− (ph,divv)

− (q,divuh) ,

Lh (v, q) = (f,v)

and by introducing the bilinear form

(4.5) C
(t)
h (r, q) =

{
C

(2)
h (r, q) for the reduced local two-jump formulations,

C
(1)
h (r, q) for the reduced local one-jump formulations,

for all r, q ∈ Ph, where C
(2)
h (·, ·) and C

(1)
h (·, ·) are defined in (3.9) and (3.11)

respectively, the reduced locally stabilized formulations (2.4), (3.10) and (2.4),
(3.12) become:

Find (u, p) ∈ V× P such that

(4.6) B
(t)
h ((uh, ph) ; (v, q)) = Lh (v, q) ∀ (v, q) ∈ Vh × Ph,

where

(4.7) B
(t)
h ((uh, ph) ; (v, q)) = Bh ((uh, ph) ; (v, q))− βC(t)

h (ph, q)

for t = 1, 2.
We also need to define some subspaces of the discrete pressure space Ph. Set

(4.8) Rh =



{q ∈ Ph; [|q|]
Γ
(1)
M

= [|q|]
Γ
(2)
M

= 0 ∀M ∈Mh} for 2-jump H,

{q ∈ Ph; [|q|]
Γ
(3)
M

= [|q|]
Γ
(4)
M

= 0 ∀M ∈Mh} for 2-jump V,

{q ∈ Ph; [|q|]
Γ
(1)
M

= 0 ∀M ∈Mh} for 1-jump H1,

{q ∈ Ph; [|q|]
Γ
(2)
M

= 0 ∀M ∈Mh} for 1-jump H2,

{q ∈ Ph; [|q|]
Γ
(3)
M

= 0 ∀M ∈Mh} for 1-jump V1,

{q ∈ Ph; [|q|]
Γ
(4)
M

= 0 ∀M ∈Mh} for 1-jump V2.
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Now, let C
(t)
M (·, ·) be the restriction of C

(t)
h (·, ·) to a macro-element M . Hence,

C
(2)
M (·, ·) and C

(1)
M (·, ·) are the restrictions to a macro-element M of C

(2)
h (·, ·)

and C
(1)
h (·, ·) respectively, i.e.,

(4.9) C
(2)
M (r, q) =



β

2∑
i=1

h
(i)
M

∫
Γ
(i)
M

[|ph|]Γ(i)
M

[|q|]
Γ
(i)
M

ds

or

β

4∑
i=3

h
(i)
M

∫
Γ
(i)
M

[|ph|]Γ(i)
M

[|q|]
Γ
(i)
M

ds

and

(4.10) C
(1)
M (r, q) = β hM

∫
ΓM

[|r|]ΓM [|q|]ΓMds

for all r, q ∈ Ph.
For t = 1, 2 we obviously have

(4.11) C
(t)
h (r, q) =

NM∑
M=1

C
(t)
M (r, q) ∀r, q ∈ Ph.

Moreover, the restricted pressure spaces for a macro-element M are given by

(4.12) P0,M =
{
q ∈ L2

0 (M) ; q|K is constant ∀K ⊂M
}
, RM = L2

0 (M)∩Rh,

accordingly to (4.8).
For analyzing the stability of the proposed local (two-jump or one-jump)

stabilized formulations, we first establish two interesting lemmas. The first one

gives a macro-element positivity of the stabilization bilinear form C
(t)
h (·, ·).

Lemma 4.1. Let ζ
M̂

be a class of equivalent macro-elements. Then, there
exists γ

M̂
> 0 such that

(4.13) C
(t)
M (q, q) ≥ γ

M̂
‖q‖20,M ∀q ∈ P0,M \RM

for t = 1, 2.

Proof. Let M ∈ ζ
M̂

and q ∈ P0,M \ RM . From the definition (4.9) or (4.10)

of C
(t)
M , we first note that C

(t)
M (q, q) = 0 if and only if q ∈ RM . Hence, the

constant γM defined through

(4.14) γM = inf
q∈P0,M\RM
‖q‖0.M=1

C
(t)
M (q, q)

is positive. By virtue of a scaling argument (cf. [22]), the regularity assumptions
(2.6) guarantee the existence of a constant γ

M̂
such that

γM ≥ γM̂ > 0 ∀M ∈ ζ
M̂

which implies (4.13). �
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Next, let us assume that there is a fixed set of classes ζ
M̂i

, i = 1, 2, . . . , n (n ≥
1) such that every macro-element M ∈ Mh belongs to one of the equivalence
classes. Denote by Λh : Ph −→ Rh an L2-projection from Ph onto its subspace
Rh. A direct consequence of the last lemma is the following global positivity

of the form C
(t)
h :

(4.15) C
(t)
h (q, q) ≥ α1‖ (I − Λh) q‖20 ∀q ∈ Ph

with
α1 = min{γ

M̂i
: i = 1, 2, . . . , n}

which is independent of h for t = 1, 2. The proof of this is based on (4.13)
combined with the following obvious identity:

(4.16) C
(t)
M (q, q) = C

(t)
M ((I − Λh)q, (I − Λh)q) ∀q ∈ Ph,

since the jump [|Λhq|] vanishes within M as Λhq ∈ Rh.
The second lemma is a global stability result for the discrete pressure space

Rh.

Lemma 4.2. There exists a positive constant α2 independent of h such that
for every q ∈ Ph there is a gh ∈ Vh satisfying

(4.17) (Λhq, div gh) = ‖Λhq‖20 and ‖gh‖1 ≤ α2 ‖Λhq‖0.

Proof. Let q ∈ Ph be arbitrary. Since Λhq ∈ Rh ⊂ L2
0 (Ω) there exist C1 > 0

and g ∈ V such that (cf. [11])

(4.18) div g = Λhq and ‖g‖1 ≤ C1 ‖Λhq‖0.
We can combine some ideas from [7] and [8] with the macro-element method-
ology of [22] in order to construct an operator Ih : V −→ Vh such that

(div Ihg, r) = (div g, r) ∀r ∈ Ph and ‖Ihg‖1 ≤ C2‖g‖1.
It remains to take gh = Ihg and α2 = C1C2. �

Now, we are in a position to state the following main inf-sup result which
ensures the well-posedness of the discrete formulation (4.6).

Theorem 4.1. There exists a constant γ > 0 independent of the mesh param-
eter h such that
(4.19)

sup
(w,r)∈Vh×Ph

B
(t)
h ((v, q) ; (w, r))

‖w‖1 + ‖r‖0
≥ γ (‖v‖1 + ‖q‖0) ∀(v, q) ∈ Vh × Ph.

Proof. Let (v, q) ∈ Vh × Ph and α1be as in (4.15). Set r = −q, w = v− δ gh,
where δ is a positive constant to be determined below. From (4.15) and (4.17),
it follows that

B
(t)
h ((v, q); (w, r)) = α(v,v)− δα(v,gh) + µ(∇v,∇v)− δµ(∇v,∇gh)

+ δ(q,divgh) + βC
(t)
h (q, q)
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= α‖v‖20 + µ‖∇v‖20 − δα(v,gh)− δµ(∇v,∇gh)

+ δ(Λhq,divgh)− δ((Λh − I)q,divgh) + βC
(t)
h (q, q)

≥ α‖v‖20 + µ‖∇v‖20 − δαα2‖v‖0‖Λhq‖0
− δµα2‖∇v‖0‖Λhq‖0 + δ‖Λhq‖20
− δα2‖(Λh − I)q‖0‖Λhq‖0 + βα1‖(I − Λh)q‖20

≥ α‖v‖20 + µ‖∇v‖20 −
α

2
(‖v‖20 + δ2α2

2‖Λhq‖20)

− µ

2
(‖∇v‖20 + δ2α2

2‖Λhq‖20) + δ‖Λhq‖20

− βα1

2
[‖(Λh − I)q‖20 + (

δα2

βα1
)2‖Λhq‖20]

+ βα1‖(I − Λh)q‖20.

By choosing δ = 1
α2

2

(
1
βα1

+ α+ µ
)−1

, we get

B
(t)
h ((v, q); (w, r)) ≥ α

2
‖v‖20 +

µ

2
‖∇v‖20 +

βα1

2
‖(I − Λh)q‖20 +

δ

2
‖Λhq‖20

which implies that

(4.20) B
(t)
h ((v, q); (w, r)) ≥ κ1(‖v‖1 + ‖q‖0)2,

where κ1 = 1
4 min{α, µ, βα1, δ}.

On the other hand, we have

‖w‖1 + ‖r‖0 = ‖v− δ gh‖1 + ‖q‖0
≤ ‖v‖1 + δ‖gh‖1 + ‖q‖0
≤ ‖v‖1 + δα2‖Λhq‖0 + ‖q‖0
≤ κ2(‖v‖1 + ‖q‖0),(4.21)

where κ2 = 1+δα2. Finally, combining (4.19) and (4.20) establishes the desired
inequality (4.18) with γ = κ1

κ2
. �

Next, let us state two important interpolation results which are required
below (cf. [11]).

Lemma 4.3. If v ∈ [H2(Ω) ∩H1
0 (Ω)]2, then there exists ṽ ∈ Vh such that

(4.22) ‖v− ṽ‖1 ≤ C1h|v|2,

where C1 is a constant independent of h.

Lemma 4.4. If q ∈ H1(Ω) ∩ L2
0(Ω), then there exists q̃ ∈ Rh such that

(4.23) ‖q − q̃‖1 ≤ C2h|q|1,

where C2 is a constant independent of h.
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The convergence of the proposed stabilization schemes is given by the opti-
mal error estimate shown in the following theorem.

Theorem 4.2. Suppose that the solution of (4.3) satisfies u ∈ [H2(Ω)]2 and
p ∈ H1(Ω). Then, there exists a constant C independent of h such that

(4.24) ‖u− uh‖1 + ‖p− ph‖0 ≤ Ch(|u|2 + |p|1),

where (uh, ph) is the solution of (4.6).

Proof. Applying (4.3) and (4.4) with v = u and q = p respectively, there exist
ũ ∈ Vh and p̃ ∈ Rh such that (4.22) and (4.23) hold. Then,

B
(t)
h ((uh − ũ, ph − p̃) ; (v, q)) = B

(t)
h ((uh, ph) ; (v, q))−B(t)

h ((ũ, p̃) ; (v, q))

= B
(t)
h ((uh, ph) ; (v, q))−B ((ũ, p̃) ; (v, q)) ,(4.25)

since p̃ ∈ Rh so that C
(t)
h (p̃, q) = 0. Moreover, we have

(4.26) B
(t)
h ((uh, ph) ; (v, q)) = Lh (v, q) = B ((u, p) ; (v, q)) ,

because Lh (v, q) = L (v, q) for all (v, q) ∈ Vh × Ph. Next, (4.25) yields

B
(t)
h ((uh − ũ, ph − p̃) ; (v, q)) = B ((u− ũ, p− p̃) ; (v, q))

≤ α‖u− ũ‖1‖v‖1 + µ‖u− ũ‖1‖v‖1
+ ‖u− ũ‖1‖q‖0 + ‖p− p̃‖0‖v‖1

≤ C3 (‖u− ũ‖1 + ‖p− p̃‖0) (‖v‖1 + ‖q‖0)(4.27)

for all (v, q) ∈ Vh × Ph, where C3 = max {α, µ, 1}. Thus,

(4.28) sup
(v,q)∈Vh×Ph

B ((u− ũ, p− p̃) ; (v, q))

‖v‖1 + ‖q‖0
≤ C3 (‖u− ũ‖1 + ‖p− p̃‖0)

so that (4.26) yields

sup
(v,q)∈Vh×Ph

B
(t)
h ((uh − ũ, ph − p̃) ; (v, q))

‖v‖1 + ‖q‖0
≤ C3 (‖u− ũ‖1 + ‖p− p̃‖0) .

From (4.19), it follows that

‖uh − ũ‖1 + ‖ph − p̃‖0 ≤
C3

γ
(‖u− ũ‖1 + ‖p− p̃‖0) .

Therefore,

‖u− uh‖1 + ‖p− ph‖0 ≤
(

1 +
C3

γ

)
(‖u− ũ‖1 + ‖p− p̃‖0) .

Consequently, applying (4.22) and (4.23) gives the desired inequality (4.24)
where the constant C is given by

C = max {C1, C2}
(

1 +
C3

γ

)
.

�
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Remark 4.1. It is instructive to note that substituting for the value of γ given
in the proof of 4.1, the constant C takes the form:

(4.29)

C = max{C1, C2}

1 + 4 max{α, µ, 1}
1 + 1

α2

(
α+µ+ 1

βα1

)
min

{
α, µ, βα1,

1

α2
2

(
α+µ+ 1

βα1

)}
 .

This shows, to some extent, that the convergence can be influenced by the
values of α and µ. If α is very large and/or µ is too small, then this can
compromize the approximation accuracy especially for practical values of h.

Remark 4.2. According to the inequality (4.24), the convergence of the discrete
solution (uh, ph) given by (4.6) to (u, p) is then guaranteed since

lim
h→0

(‖u− uh‖1 + ‖p− ph‖0) = 0.

Remark 4.3. Assuming, for instance, that for any f ∈ [L2(Ω)]2 the correspond-
ing solution (u, p) of (2.3) satisfies the inequality:

(4.30) ‖u‖2 + ‖p‖1 ≤ ε‖f‖0,

with ε > 0, the use of a dual problem allows to prove the following optimal
L2-error estimate for the velocity:

(4.31) ‖u− uh‖0 ≤ θ h2(|u|2 + |p|1),

where θ is a certain constant independent of h.

5. Numerical experiments

In this section, the numerical performance of the two reduced local jump
stabilization procedures is assessed and compared with that of the global and
local jump methods. We consider two computational test problems specifically
chosen to illustrate the different features of the new methods.

First, for problem discretization, the domain is uniformly subdivided (h =
hx = hy) into square elements generating the sequence of grids GR0, GR1,
GR8 with respective sizes h = 2−i (i = 1, . . . , 9).

Many fixed values of the stabilization parameter β were considered. How-
ever, we present only the representative cases β=1 and β=100. It is worth
to mention that more investigation is still underway to determine any opti-
mal value of β. In all present numerical tests, the kinematic viscosity co-
efficient µ was set to be 1, whereas the parameter α is considered to be
10n, n ∈ {0, 1, 2, 3}.

In addition, if not properly specified, the reported results will concern mainly
the global and local jump schemes together with the horizontal 2-jump (2-jp
H) and the vertical 1-jump (1-jp V1) schemes in the first test problem, and
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together with the vertical 2-jump (2-jp V) and the horizontal 1-jump (1-jp H2)
schemes in the second test problem. In each case, some other results will also
concern the remaining schemes and are used for comparison purposes.

All computations and figure generations were performed in Matlab on a
Intel(R) Core(TM) i5 PC @ 2.53MHz.

5.1. Problem with an analytical solution

This first problem is used as a study of convergence rates and comparison of
the different methods in terms of accuracy. The problem is that of an enclosed
flow in the unit square Ω = [0, 1]× [0, 1] with the velocity vector and pressure
solution fields being given by:

(5.1) u(x, y) =

x2
(
x
3 −

1
2

)
xy(1− x)

 , p(x, y) = x2 − 1

3

which clearly satisfies the constraint
∫

Ω
p(x, y)dΩ = 0. The body force f is then

chosen to satisfy (2.1). The values of u on the boundary of Ω are constrained to
those given above. Furthermore, in order to ensure the zero average condition
(Ph ⊂ L2

0(Ω)), the pressure is fixed at a given point of the domain Ω, or more
precisely, a pressure nodal value has been imposed (cf. [18]).
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Figure 4. Convergence history for β=1 and α=1.

An analysis of the results, displayed in Figures 4-6, shows that for all con-
sidered values of α the rates of convergence behave as predicted by the theory,
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Figure 5. Convergence history for β=1 and α=10.
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Figure 6. Convergence history for β=1 and α=1000.
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i.e., O(h) order of convergence for ‖u − uh‖1 and ‖p − ph‖0, and O(h2) order
of convergence for ‖u−uh‖0. This occurs for all stabilized schemes except the
global jump one for which we notice no monotonic decrease for the pressure
errors. On the other hand, due to the constant C in Theorem 4.2 given by
(4.29), some of these rates begin to deteriorate as α takes values above 1000.

Table 1. Comparison of ‖u− uh‖0 results for β=1 as α grows.

α Global jump Local jump Local 2-jump Local 1-jump

0 4.688920E− 6 1.603484E− 6 1.641443E− 6 1.459032E− 6
1 4.687322E− 6 1.603166E− 6 1.641484E− 6 1.458766E− 6
10 4.672607E− 6 1.603220E− 6 1.639725E− 6 1.457984E− 6
100 4.606065E− 6 1.594786E− 6 1.633302E− 6 1.450797E− 6
1000 4.512608E− 6 1.576241E− 6 1.615563E− 6 1.432673E− 6

Table 2. Comparison of ‖u− uh‖1 results for β=1 as α grows.

α Global jump Local jump Local 2-jump Local 1-jump

0 7.574209E− 4 1.088619E− 3 1.128951E− 3 8.450228E− 4
1 7.574209E− 4 1.088624E− 3 1.128951E− 3 8.450183E− 4
10 7.574196E− 4 1.088699E− 3 1.128949E− 3 8.450195E− 4
100 7.574232E− 4 1.088581E− 3 1.128925E− 3 8.450167E− 4
1000 7.574430E− 4 1.088217E− 3 1.128567E− 3 8.450544E− 4

Table 3. Comparison of ‖p− ph‖0 results for β=1 as α grows.

α Global jump Local jump Local 2-jump Local 1-jump

0 2.527735E− 4 3.932066E− 4 6.625991E− 4 6.762094E− 4
1 2.527683E− 4 3.932277E− 4 6.626018E− 4 6.762154E− 4
10 2.527273E− 4 3.936559E− 4 6.626364E− 4 6.762573E− 4
102 2.524362E− 4 3.936708E− 4 6.631283E− 4 6.768359E− 4
103 2.496844E− 4 3.974746E− 4 6.672416E− 4 6.824065E− 4

Furthermore, in order to show the sensitivity of L2 and H1 velocity errors,
and L2 pressure errors to the choice of the parameter α, the results are de-
picted in Tables 1-3 for the finest mesh GR8 with uniform size h=2−9 and
the stabilization parameter β=1. As may be seen, the error magnitudes are
not so affected by the increase of α. It is important to mention that the local
2-jump and 1-jump schemes perform remarkably well. The velocity results of
the 1-jump scheme are even better than those of the local jump method. When
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analyzing for other considered values of β, not reported here, we also noticed
the sensitivity of the global jump scheme to the value of β, confirming what
was claimed above. This fact will be more illustrated next.

5.2. Lid-driven cavity problem

The generalized Stokes problem (GSP) with f = 0 is to be solved in the unit
square [0, 1]× [0, 1] with the imposed non leaky boundary conditions:

(5.2)
u (0, y) = u (1, y) = u (x, 0) = 0 if 0 ≤ x, y ≤ 1,

u (x, 1) = [1 0]
T

if 0 < x < 1.
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Figure 7. Horizontal velocity profiles for β=1 when α grows.

In order to assess the performance of the local jump stabilization techniques
and compare them with the local jump and global jump methods, the mesh
GR5 with uniform size h=2−6 is used. Owing to the fact that the lid-driven
cavity problem does not possess an analytic solution, it is generally impossible
to calculate the exact accuracy and hence the convergence rates for the discrete
solutions. Fortunately, there are features that can be exhibited to give an idea
of how the computed solutions behave.

First, the convergence of the velocity can be assessed by plotting the pro-
files of the horizontal velocity u1 along the centerline (x = 0.5). The obtained
profiles are depicted in Figures 7-8. As can be seen from these figures, the lo-
cal 2-jump and 1-jump schemes perform well and reproduce profiles which are
almost indistinguishable with those of the local jump. However, as can be seen
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Figure 8. Horizontal velocity profiles for β=100 when α grows.

the global jump technique can yield very inaccurate velocity solutions when
the stabilization parameter β is varied. This demonstrates once more that the
jump locally stabilized schemes are far less sensitive to the choice of β.

Elevations for the pressure field and the horizontal velocity u1 are displayed
in Figures 9-12 for β=1. Computed solutions are comparable to the ones re-
ported in [17]. However, it should be noted that the 1-jump method does behave
as satisfactorily for the pressure. We also observe that there are no pressure
oscillations in all presented cases. Further, the velocity streamslices of Figures
13-14 indicate that for small values of α the flow is essentially a Stokes-like flow
with small counter-rotating recirculations appearing at the bottom two corners
which is in agreement with some similar results found in [9] and [17]. Likewise,
we observe that high values of α may lead to some oscillations as expected.

5.3. Compared performance of the 2-jump and 1-jump schemes

First of all, it is worthy to admit the difficulty of deciding a priori which
of the proposed schemes would perform better than the others for a particular
problem (geometry and material parameters). This can meanly come from the
adopted unified theory. It seems reasonable to reckon that the constants α1,
α2 and C2 appearing in the structure of the convergence constant C (see (4.24)
and (4.29)) play a crucial role in the behavior of the adopted discrete scheme.

Now, from the computational side, the undertaken numerical experiments
allow us to draw some guidelines with respect to the appropriate number,
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Figure 9. Horizontal velocity field for α=1.

position and direction of involved pressure jumps in the particular scheme.
First, consider separately the two benchmark problems.

5.3.1. Problem 1. In this case, the H1 velocity and L2 pressure errors are ex-
hibited in Tables 4-5 for the particular choice α=100 and β=1. We observe
that the 2-jump schemes behave almost similarly in terms of error magnitudes.
However, for the 1-jump schemes the velocity and pressure errors present dis-
crepancies. The errors are quite comparable for the velocity while for the
pressure they are more than twice larger for the two 1-jump schemes H2 and
1-jump V2. Nevertheless, both velocity and pressure errors seem to decrease
according to the expected convergence rates for all schemes.

5.3.2. Problem 2. For this problem with non-smooth solution, the six pro-
posed schemes are again compared using the finest grid GR5 with the param-
eters α=100 and β=1. The profiles of the horizontal discrete velocity u1 along
the centerline (x = 0.5) are plotted against that of the local jump technique,
as depicted in Figure 15. Likewise, the discrete pressure profiles on the highest
computed pressure level (y∗) of the cavity are displayed in Figure 16. Note that
in every situation, the profiles of the local jump scheme are used as references.
We observe that the agreement is quite impressive for the discrete velocity as
all profiles seem to coincide. As for the discrete pressure the behavior of both
local 2-jump schemes appears to be similar, whereas the local 1-jump schemes
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Figure 10. Horizontal velocity field for α=1000.
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Figure 11. Pressure field for α=1.
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Figure 12. Pressure field for α=1000.

Figure 13. Exponential distributed streamslices plot for α=1.
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Figure 14. Exponential distributed streamslices plot for α=1000.

Table 4. Comparative behavior of ‖u− uh‖1 for α=100 and β=1.

1/h 2-jp H 2-jp V 1-jp H1 1-jp H2 1-jp V1 1-jp V2

2 0.205548 0.210018 0.203715 0.246556 0.202647 0.247435
4 0.113239 0.108184 0.105926 0.131609 0.105901 0.131623
8 0.064075 0.053867 0.054042 0.066948 0.053715 0.066809
16 0.034615 0.026905 0.027059 0.033569 0.026980 0.033522
32 0.017823 0.013469 0.013523 0.016788 0.013511 0.016780
64 0.008994 0.006739 0.006760 0.008394 0.006759 0.008393
128 0.004510 0.003370 0.003380 0.004197 0.003380 0.004197
256 0.002257 0.001685 0.001690 0.002099 0.001690 0.002099
512 0.001129 0.000843 0.000845 0.001050 0.000845 0.001049

appear to be more affected by the choice of the jump. Some discrepancies oc-
cur especially in the close neighborhood of top corners where the considered
problem is known to have singularity. Here, the same point is made regarding
the 2-jump schemes.

5.3.3. Useful computational guidelines. In a general situation, it is not so
straightforward to decide which scheme would behave better. Undoubtedly,
this should depend on problem data and geometry. However, from the above
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Table 5. Comparative behavior of ‖p− ph‖0 for α=100 and β=1.

1/h 2-jp H 2-jp V 1-jp H1 1-jp H2 1-jp V1 1-jp V2

2 0.839352 0.586335 1.064232 2.209492 1.064232 2.209492
4 0.209152 0.264863 0.372040 0.652436 0.371610 0.652866
8 0.055210 0.086260 0.106325 0.181878 0.097789 0.190435
16 0.021657 0.029595 0.033910 0.066582 0.030738 0.069760
32 0.010297 0.012029 0.013135 0.029839 0.012237 0.030737
64 0.005851 0.006132 0.005544 0.014191 0.005308 0.015426
128 0.002612 0.002700 0.002796 0.007217 0.002736 0.007277
256 0.001318 0.001340 0.001372 0.003610 0.001357 0.003626
512 0.000663 0.000668 0.000681 0.001808 0.000677 0.001811
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Figure 15. Comparative horizontal velocity profiles of the
local 2-jump and 1-jump schemes for α=100 and β=1.
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Figure 16. Comparative pressure profiles of the local 2-jump
and 1-jump schemes for α=100 and β=1.

arguments, it is legitimate to assert that the 2-jump schemes are undisputably
superior in terms of both velocity and pressure, and behave even better than



1264 A. CHIBANI AND N. KECHKAR

the original local jump scheme. On the other hand, the 1-jump schemes cannot
be entirely discarded especially because of the sparseness of involved stabiliza-
tion matrices. This could be an advantage in a possible merger within standard
engineering mathematical codes.

6. Conclusion

In this work, the local jump stabilization method introduced in [15] and [21]
has been first extended to the generalized Stokes problem and then reduced
computationally attractive methods have been introduced, analyzed and tested
on benchmark problems. Although the proposed schemes seem not competitive
for extremely large values of α, but they can constitute good alternatives for
moderately large values of this parameter. It is expected that their combined
application with adaptive grids could be a lot better. Furthermore, there is
an obvious generalization to the equivalent three-dimensional case. As future
work, it would be nice to continue the development of the present stabilization
techniques so as to merge the procedure within existing fluid flow packages.
Research remains also to be done in further extending their applicability to the
Oseen and to the fully nonlinear Navier-Stokes equations.
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